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Our central hypothesis is that scenes encourage urban development. But the specific mechanisms are diverse.  Our general strategy to assess scene impacts is first to review some of the broader concepts and background from which each scene element emerged (like glamour or localism). We often include simple examples of how these operate (such as cafe discussions in a glamorous neighborhood). Next we specify propositions about impacts of scenes on urban development (such as glamour should attract young college graduates.)  Then we use multiple methods to test such impacts, especially variations of multiple regression, combined with other methods. We test for instance if glamour has impact above and beyond such overlapping, established variables as education, income, cost of living, and the like.


Scenes are a new concept for social science. And our scenes measures are quite different from most past empirical work.  We and most observers are naturally skeptical or at least cautious about the operation and significance of such new processes. We (and others!) were particularly skeptical when we found that “glamour” seemed to drive job growth. This led us to explore the associations and multiple impacts of glamour more closely than one might for widely-used variables like income or population size. The null hypothesis is that scenes have zero impact in a properly specified model. Yet what is “properly”? Given the dramatic unconventionality of scenes among social scientists we correspondingly included many measures and forms of analysis widely used by other social scientists.  To these more standard models, we add scenes, to assess if and how scenes change past results.


We explore some of the broader historical sources and socio-economic contexts of scenes, yet our main analytical and empirical thrust is not the causes, but the consequences of scenes. Our guiding question is: How do scenes drive development?

Our main dependent variables are correspondingly among the most widely used in  the social sciences:  levels and changes in income, education, population (total and by subgroups like age and education), household rent, employment. Plus a less common variable: patents recorded with the US Patents Office (as an innovation measure).

The units of analysis are multiple. Our main scenes data were collected for individual street addresses (from sources like the electronic yellow pages) or zip codes (from the US Census of Business surveys of zip codes and other sources). Most statistical scenes analyses included zip code level items. But due to issues like varying catchment areas for different scenes, we experimented with unit sizes, especially using counties and metro areas. For instance a coffee shop’s catchment area is normally less than a zip code, but a sports stadium or opera may serve a metro area; both could attract college graduates. We thus merged zip code level variables into files with other variables from county or municipal or metro levels--like crime which is not available consistently across the entire US below the  county level. Often we combine several levels in a single regression analysis if we posit that effects from distinct levels are likely (for instance, migrants can be attracted by the metro area stadium as well as by the zip code café).  To assess multi-level effects from counties (e.g. stadium) as well as zip codes (e.g. café) we use Hierarchical Linear Modeling (HLM) and related methods.  Note, however, that with large Ns, estimates from HLM and ordinary least squares (OLS) regression converge. And our Ns are often large. We try in general to retain as many cases as possible, often all 40,000 or so zip codes for the entire US. But as we found interactions with local characteristics, we explored and documented many of these, which can reduce Ns substantially.

For instance glamorous scenes had more economic growth across all 40,000 US zip codes. But we looked for extreme cases and found that glamour was distinctly important in Los Angeles, yet insignificant in New York and Chicago. Thus we report some findings for the three largest cities separately, esp. when their scene effects differ. These local analyses were possible using zip codes as each (of these large) local areas had over 100 zip codes. For occasional graphical analysis with ARC GIS, we used even smaller local units, longitude and latitude or census tracts, generated from street addresses. In general our strategy was to retain as many cases as possible, even if it meant combining levels. Metro areas (CMAs, SMSAs, etc.) have some advantages, but using them exclusively means omitting non-metro areas, or treating them as missing, which we prefer to avoid in general as the small town and rural areas often dramatically differ from big metro areas on some scene dimensions.  We still do this occasionally. But  more often we use a simpler solution: include all US counties, since counties cover the entire US--unlike metro areas which omit rural and smaller towns. Nevertheless,  certain criteria suggest the advantages of each of these levels of units, so we sometimes use all of them. For important results, we replicate similar models across multiple units (zip code, city, county, metro, etc.) to look for variations, such as the glamour results which shifted from LA to Chicago and New York.

We analyze both direct and interaction effects. Direct effects are most simply measured by coefficients of independent or “predictor” variables in a multiple regression. Interaction effects are present when direct effects shift across contexts--such as glamour is more important for job growth in LA than Chicago.  Local culture and scenes can operate both ways: first by exerting their own direct effects, second by defining a context (e.g. as glamorous) which shifts effects of other variables. (Sharpe 2007 and DeLeon and X   200   have stressed that local political cultures can be detected in such interactions.)

Missing data was substantial in some instances, especially when we combined various data sources. For instance, the Census population data are not reported in full detail for zip codes where low Ns might violate confidentiality. Hence some 10,000 (specify?) of  the roughly 40,000 zip codes are blank concerning income, education, and similar items from the Census of Population. The low N is also since many zip codes are  mere post boxes for mailing purposes. This leads the US Post Office to list post boxes as “zip codes,” but the US Census drops these and some other uninhabited areas like forests. The US Census thus uses their label, “ZIP Code tabulation areas (ZCTAs),” to contrast with the US Post office’s “zip code”.  But another branch of the US Census (of Business) reports data for about 10,000 more ZCTAs than the Census of Population.  This is a major case of a partially “truncated” data file  which we had to address, generated by the disparity between the Census Bizzip data (N=nearly 35,000?) and Census of Population data (N=28,000)? While many of our zip code items are from the Census, we retain the term zip code rather than ZCTA to ease communication with those who do not speak Censusease.  

Often the issue is not missing data, but zero scores on specialty amenities like niche restaurants, theater, shops, etc. which are absent in most medium and small town and rural areas. Applying a log transformation usually sufficed to bring skewness and kurtosis scores into reasonable ranges. 

We often used both pairwise and listwise methods to analyze missing data, and to identify consistent and inconsistent patterns (i.e. sample selection bias) across these methods.  The statistically “clean” solution is to drop consistently any cases with missing data on any variable, i.e. use listwise methods. But part of the substantive interest in scenes is to identify how very rural or  semi-urban areas with very few amenities systematically differ from amenity-dense areas. It is hard to address such substantive questions if one drops most rural areas. This substantive argument suggests retaining all cases for those variables where data are available, and applying pairwise deletion methods for analysis. Thus we use both methods even when results are sometimes understandably disparate. We feel this dual approach is superior to consistently using only listwise or pairwise deletion.

Model Specification: Core Analyses and More

Our general strategy is to include a core set of independent variables, mainly drawn from past research on each dependent variable. We read past work and included the main data items identified by leading researchers in the subfield studying each dependent variable.  But some items were either not available in consistent manner nationally, or were too strongly intercorrelated with other items to permit including them all in  a core model. We usually omitted strongly intercorrelated variables (with Pearson r’s above + or - .5.) Thus “core” models for each dependent variable, and estimated using multiple regression and related methods. To these we added “other variables,” one or a few at a time. These were added to assess both direct effects and possible  suppression of the core items by the other variables. This method of combining a core with other variable analysis has been robust in past works  (cf. Clark City as Entertainment mach Gay chapter appendix). It responds to the competing criteria of statistically robust models (few intercorrelated independent variables) and substantive completeness (including and thus controlling for many possible sources of spuriousness). 

Here follow variables included in several core models. Their inclusion varies across different dependent variables and levels of analysis.

Population size. This classic was central for the division of labor logic driving production growth. But how does it shift with consumption? It is associated with many, many other variables but it often useful to assess how fully specified a model is by whether or not adding other variables to a model leads population size to be suppressed below significance. The unit of analysis is also potentially complicating. We usually control for county population size, even when including zip code data for many variables--since zip code variation in population size is relatively small; the “urbanity” of a zip code derives far more from the size of the county or metro agglomeration of zip codes around it. These same issues apply to choosing the levels of dependent variables, which are often specified both at zip code and higher levels, like population and job growth.

Education is a classic driver of many processes, due to cognitive skills, talent, confidence, entrepreneurial skills, tolerance and other elements often associated with more education. Interestingly, we find that many of these effects rise to the BA level, but that including graduate and professionals leads some effects to shift or reverse. Most of our measures come from the Census, such as high school graduate, some college, BA, graduate or professional school training. These are normally divided by the number of persons age 25 or above.

Income we often include per capita, but sometimes it was too strongly related to education or similar variables, so we experimented with dropping one of the highly correlated items.  

Cost of living is widely discussed in the popular press as differing across localities, and as a driver for people to move, e.g. away from “Super Star Cities,” like San Francisco and New York. We found surprisingly often that its effects fell to insignificance in well-specified models. There are many cost of living measures, but most are shared by an “economic area” like a metropolitan region. We usually used items that captured overall cost of living for citizens as well as firms—that is we did not choose more narrow items such as living cost for homeowners, or the elderly, etc.

Proportion of non-white residents is mostly African-Americans and Hispanics, who may have distinct tastes and consumption patterns themselves. Their presence can also lead others to react differently. We find a number of effects, but many are not the simple patterns from the past. Here zip code as well as the county area levels can both be important, as symbolic images often surpass zip code boundaries.

Crime can discourage people from moving to or visiting an area; it is a classic negative amenity or public bad. But how it interacts with other variables, and how it may shift, weaken, or strengthen various scenes demands detailing. Local police departments collect crime data, but they are inconsistent enough that analysts who seek to compare across localities tend to use FBI crime statistics, which are reported by county, not by smaller geographic units. 

Votes cast for President is a general party support measure we use from the US Census, or the XXX CHRIS? usually for the county due to problems of matching smaller units with non-coterminous electoral districts. More varied political measures are analyzed in the politics chapter. Most countries outside the US report local elections in a standardized national format; in the US these data are inconsistent and difficult to obtain, leading us to use national election data even if local elections are more important for some local processes.

Arts jobs we include to explore its potential impact on jobs, income, and other processes that have classically ignored the arts. It is an indicator of and potential driver of aesthetic concerns visible to non-artists, like arts fairs. The surprise is how statistically strong artists were in several analyses. Yet this sort of pattern also distinctly raises the “chicken-and-egg problem” of what comes first--change in income, taste, or numbers of artists? We explore several methods to answer this question.

Scenes measures.  In most analyses, we include one or more scenes measures, as detailed elsewhere. These include the 13 ideal types such as Disney Heaven, Bohemian, etc. and the 15 more general dimensions like glamour, self-expression, tradition, neighborliness, egalitarianism. The specific scenes dimensions included in the model vary with the dependent variable, e.g. traditional scenes should attract less educated and older persons; glamour and self-expression should attract the more educated and younger.

Other variables, as discussed above, were generally added one or a few at a time to permit inclusion of many items discussed in past literatures.  

Multicollinearity was explored by computing simple r’s of all candidates for independent variables, and including in the same model only variables with r’s with absolute values  below .5. 
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